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Abstract

Aim: The aim of this study was to evaluate and compare artificial intelligence (Al)-
based large language models (LLMs) (ChatGPT-3.5, Bing, and Bard) with human-
based formulations in generating relevant clinical queries, using comprehensive
methodological evaluations.

Methods: To interact with the major LLMs ChatGPT-3.5, Bing Chat, and Google Bard,
scripts and prompts were designed to formulate PICOT (population, intervention,
comparison, outcome, time) clinical questions and search strategies. Quality of the LLMs
responses was assessed using a descriptive approach and independent assessment by
two researchers. To determine the number of hits, PubMed, Web of Science, Cochrane
Library, and CINAHL Ultimate search results were imported separately, without search
restrictions, with the search strings generated by the three LLMs and an additional one by
the expert. Hits from one of the scenarios were also exported for relevance evaluation.
The use of a single scenario was chosen to provide a focused analysis. Cronbach's alpha
and intraclass correlation coefficient (ICC) were also calculated.

Results: In five different scenarios, ChatGPT-3.5 generated 11,859 hits, Bing 1,376,854,
Bard 16,583, and an expert 5919 hits. We then used the first scenario to assess the
relevance of the obtained results. The human expert search approach resulted in 65.22%
(56/105) relevant articles. Bing was the most accurate Al-based LLM with 70.79%
(63/89), followed by ChatGPT-3.5 with 21.05% (12/45), and Bard with 13.29% (42/316)
relevant hits. Based on the assessment of two evaluators, ChatGPT-3.5 received the
highest score (M=48.50; SD=0.71). Results showed a high level of agreement between
the two evaluators. Although ChatGPT-3.5 showed a lower percentage of relevant hits
compared to Bing, this reflects the nuanced evaluation criteria, where the subjective
evaluation prioritized contextual accuracy and quality over mere relevance.
Conclusion: This study provides valuable insights into the ability of LLMs to formulate
PICOT clinical questions and search strategies. Al-based LLMs, such as ChatGPT-3.5,
demonstrate significant potential for augmenting clinical workflows, improving
clinical query development, and supporting search strategies. However, the findings
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oversight.
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INTRODUCTION

Evidence-based practice (EBP) is a key element in optimizing patient
outcomes, particularly in health care. It enhances health service
improvement (Pitsillidou et al., 2021), healthcare quality (Melnyk
et al., 2014; Melnyk & Fineout-Overholt, 2023), and patient out-
comes (Abu-Baker et al., 2021) while reducing costs and health
inequalities (Portela Dos Santos et al., 2022). Defined as a problem-
solving approach in clinical decision making, EBP integrates the best
available evidence with clinical expertise and patient values (Brunt &
Morris, 2023; Melnyk et al., 2014). The seven steps of EBP, according
to Melnyk and Fineout-Overholt (2023), are as follows: cultivate a
spirit of inquiry within an EBP culture and environment; ask a clin-
ical question in PICOT (population, intervention, comparison, out-
come, time) format; systematically search for and collect the most
relevant best evidence; critically appraise the evidence; integrate
the best evidence with one's clinical expertise and patient-/family-
valued preferences in making a practice decision or change; evaluate
outcomes of a practice decision or change based on evidence; and
disseminate the outcomes of the EBP decision or change (Melnyk &
Fineout-Overholt, 2023).

Formulating clear, clinical questions and efficiently search-
ing for the best evidence is essential for providing top-quality
evidence-based care (Gallagher Ford & Melnyk, 2019). The PICOT
clinical question is widely accepted for framing clinical questions
to elicit evidence from the literature (Kang et al., 2019). This ap-
proach simplifies the clinical question into key elements: P rep-
resents the population of interest; | refer to intervention or issue
or interest; C stands for comparison of interest; O represents ex-
pected outcome; and T represents the time for the intervention
to achieve the outcome or issue to manifest. C and T are not al-
ways appropriate for every clinical question. However, P, |, and O
are essential elements that should always be included (Melnyk &
Fineout-Overholt, 2023).

According to Gallagher Ford and Melnyk (2019), the purpose
of a PICOT clinical question is to effectively identify key terms
for finding the best evidence in response to a clinical inquiry. A
well-formulated PICOT clinical question leads to the search, yield-
ing a smaller, more relevant set of studies that directly address

also highlight limitations that necessitate further refinement and continued human

Clinical Relevance: Al could assist nurses in formulating PICOT clinical questions and
search strategies. Al-based LLMs offer valuable support to healthcare professionals
by improving the structure of clinical questions and enhancing search strategies,

thereby significantly increasing the efficiency of information retrieval.

Al language models, artificial intelligence, clinical questions, evidence-based practice, search

the clinical question, as opposed to a broad and less targeted
search that could result in numerous irrelevant studies (Melnyk &
Fineout-Overholt, 2023).

PICOT elements are used to guide the development of liter-
ature search strategies. Searches are to be conducted in relevant
databases, using identified key terms alongside subject headings.
Synonyms, acronyms, phrases, coined phrases, and brand names
should also be considered and utilized. Keywords and subject head-
ings are combined using Boolean operators: “OR” is used to link syn-
onyms and “AND” is used to connect different concepts (e.g., P, I,
O). This approach helps in conducting a thorough and time-efficient
search (Melnyk & Fineout-Overholt, 2023; Trivisonno et al., 2022).
Consulting a skilled librarian for evidence search after formulating a
PICOT clinical question is beneficial. However, not every nurse has
access to a librarian. Therefore, it is important for nurses to develop,
refine, and master PICOT skills themselves to ensure they can con-
duct accurate and reliable searches (Gallagher Ford & Melnyk, 2019;
Melnyk & Fineout-Overholt, 2023).

Nurses are encouraged to ask clinically relevant research
questions and implement evidence to improve patient care
(Scala et al., 2016). However, nurses' knowledge of and ability
to implement EBP remains a challenge (Fu et al., 2020; Schetaki
et al., 2023). Melnyk et al. (2014) found a need for improvement in
nurses' competencies in formulating PICOT clinical questions and
conducting evidence searches. Jha et al. (2022) highlight the diffi-
culties in literature searches due to the growing volume of litera-
ture and skill gaps. The increasing amount of literature, along with
a lack of skills and knowledge, make the literature search time-
consuming. Therefore, integrating artificial intelligence (Al) into
this process has the potential to save time (Blaizot et al., 2022;
van Dijk et al., 2023). Comparing Al-based and human-based ap-
proaches necessitates an understanding of these complexities to
fully leverage Al's benefits in health care.

Al can be a solution to improve scientific writing, especially for
researchers for whom English is not a first language. It can help
find relevant scientific articles, create abstracts, assist in writ-
ing different parts of a manuscript, correct grammatical errors,
and improve writing style (Del Giglio & Da Costa, 2023). Al-based
large language models (LLMs) allow the creation of highly realistic
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human-like text (Peh & Saw, 2023), which increases the quality and
efficiency of data analysis and publication (M&jovsky et al., 2023).
Jedrzejczak & Kochanek (2023) compared the audiological knowl-
edge of three chatbots: ChatGPT, Bing Chat, and Bard. Of these,
ChatGPT achieved the highest overall score based on its responses
to a defined set of audiological questions, while Bard scored the
lowest. ChatGPT's weakness was its inability to provide informa-
tion about its sources. Aiumtrakul et al. (2023) conducted a study
to evaluate these three LLMs in terms of their citation accuracy in
the field of nephrology. ChatGPT provided the most accurate refer-
ences (38%), followed by Bing (30%). The least accurate references
were provided by Bard (3%), which also provided the most fabri-
cated references (63%) compared to the other two. The same LLMs
were also tested in providing information for adjuvant treatment of
endometrial cancer. The results were opposite to those of the pre-
vious study, as the overall results of Bard were higher than those
of ChatGPT and Bing in all regions where they were used (Gumilar
et al., 2024). A similar study was conducted in the dental field, where
ChatGPT-4 showed statistically better results than ChatGPT-3.5,
Bing, and Bard, but all models showed occasional inaccuracies and
outdated literature (Giannakopoulos et al., 2023). Some research in-
dicates that Al, specifically natural language processing (NLP) and
machine learning models (ML), can improve research accuracy and
efficiency in searches (Brockmeier et al., 2019). Recent studies have
begun to evaluate the capabilities and potential for EBP. Rokhshad
et al. (2024) demonstrated that chatbots like ChatGPT lag behind
clinicians in accuracy when responding to pediatric health inqui-
ries. Fukuzawa et al. (2024) acknowledged the utility of ChatGPT
in diagnosing medical cases based on structured vignettes, yet they
cautioned about its limitations in complex clinical scenarios in-
volving multiple comorbidities. They also highlight the importance
of linguistic and cultural diversity in the context of Al use. Demir
et al. (2024) evaluated the usability of LLMS and compared ChatGPT
3.5 and ChatGPT 4 in generating PICOT questions and found criti-
cal evaluation of outputs is needed. However, evaluating outputs is
challenging because there is no standardized evaluation framework
(Kocbek et al., 2023; Park et al., 2024). Also, challenges, such as re-
liability with LLMs like ChatGPT-3.5 potentially providing incorrect
information (Branum & Schiavenato, 2023) and ethical concerns like
bias and misinformation (Doyal et al., 2023), must be considered. The
responsible use of Al is crucial to maintaining research integrity (Peh
& Saw, 2023; Qureshi et al., 2023).

Current research highlights both strengths and limitations of
LLMs, with discrepancies in performance across different studies
and domains. Challenges in generating structured clinical questions
like PICOT remain unresolved. The aim of this article was there-
fore to evaluate and compare Al-based LLMs (ChatGPT-3.5, Bing
and Bard) with human-based formulations in generating relevant
clinical queries, using comprehensive methodological evaluations.
Additionally, we aimed to determine whether LLMs can support
nurses in the initial critical steps of the EBP process. The integration
of Al was explored to assess its potential to enhance the effective-
ness of EBPs compared to existing human-centered approaches.
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MATERIALS AND METHODS
Al-based LLMs

This descriptive-comparative study evaluates LLMs, including (1)
ChatGPT-3.5 (OpenAl, San Francisco), (2) Bing Chat (Microsoft,
USA), and (3) Google Bard (Google, USA), was used for generating
PICOT clinical questions, and creating search strategies. Most simi-
lar studies researching potentials in EBP have primarily focused on
ChatGPT, Bing Chat, and Google Bard (Giannakopoulos et al., 2023;
Kumari et al., 2023; Makrygiannakis et al., 2024), comparing their
performance also with clinicians (Park et al., 2024; Taloni et al., 2023).
LLMs simultaneously provided responses on the clinical scenar-
ios and prompts on November 20, 2023 using a single page. To en-
sure that our ratings reflect the latest performance capabilities of
the LLMs, we conducted the final round of experiments on the latest
versions of the LLMs. For this study, we utilized the publicly available
versions of these models. Consistently, we considered the initial re-
sponse from each model as the definitive answer for our analysis.

Clinical scenarios and prompts

We have formulated the prompts in advance, utilizing relevant
expert terminology, to ensure uniform interaction with all LLMs.
Identical questions were presented to each model, without any
modifications, rephrasing, or additional explanations. A structured
presentation of the prompts that are used for interactions with LLMs
is presented in Table 1.

The scenarios used are shown in Table 2. All of the questions and
scenarios were asked in the English language.

Data analysis and evaluation

The LLMs were responsible for generating the PICOT (population,
intervention, comparison, outcome, time) clinical questions and
the search strategies used for each clinical scenario. This dual-task
approach highlights the capabilities of the models in terms of their
applicability in clinical research contexts. To assess the quality of the
LLMs responses to the questions, we used a descriptive approach.
This involved an independent assessment by two researchers,

TABLE 1 Structured presentation of prompts used for
interactions with LLMs.

Prompt: Based on the scenario, propose the clinical question that
is most relevant to the literature search. In the clinical question,
identify the elements P (population), | (intervention), and O
(outcome). Also highlight the individual elements of the PIO.
Next, create me a search string. For comprehensive search, use
both subject headings and text words (keywords). Also build me
a complete search string for PubMed, CINAHL Ultimate, Web

of Sciences, and Cochrane Library, using Boolean OR and AND
operators, and truncation.
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TABLE 2 Scenarios.

Scenario 1: Patient M.S. suffers from frequent migraines. She has
been advised to try yoga to reduce the pain and frequency of her
migraines. Patient M.S. would like to know if yoga really reduces the
pain and frequency of her migraines.

Scenario 2: Patient P.K. was diagnosed with ankylosing spondylitis
after being hospitalized for persistent lower back pain and reduced
mobility in the lumbar region. Following a discussion with general
practitioner, he was advised to take biologics. Patient P.K. would like
to know if biologics have any effect on relieving the symptoms of
the disease.

Scenario 3: Patient M.L. was diagnosed with arterial blood
hypertension. A friend recommended that she follow a
Mediterranean diet to control her blood pressure. She would like to
know if the Mediterranean diet has any effect on lowering her blood
pressure.

Scenario 4: Patient V.S. has an elevated body mass index and is
classified as obese Il. General practitioner has recommended the
use of semaglutide. Patient V.S. would like to know if the use of
semaglutide has an effect on weight loss.

Scenario 5: Nurse M.V. is a new employee in the children's ward. She
wants to know how children feel when one of their parents is in the
hospital with them compared to those who are hospitalized alone.

followed by a comparative analysis between the responses of the
LLMs and those provided by an expert in the field with 10 and 3years
of experience teaching EBP. Both researchers were professionally
trained to address PICOT clinical questions in EBP. Their role was
to determine the clarity and relevance of the responses to the
PICOT clinical question and to analyze the comprehensiveness
and appropriateness of the search strategy used. One of the field
experts was also given all five scenarios and the same request to
formulate a research question. The second expert was given the
clinical scenario and the clinical question previously formulated by
the first expert and had to formulate a search strategy independent
of the other results obtained. To minimize bias, we ensured that the
researchers were blinded to the origin of the outputs.

To determine the number of hits, the search string generated by
the LLMs and by an expert were separately imported into PubMed,
Web of Science, Cochrane Library, and CINAHL Ultimate. These
searches were conducted without any limitations.

The hits obtained from the first scenario's search strategy were
imported into Raayan (Ouzzani et al., 2016). The use of a single sce-
nario for relevance assessment was chosen to provide a focused
analysis. Next, two researchers independently reviewed each hit.
The title and abstract were screened for eligibility (P, I, O elements).
In cases where it was not possible to determine the eligibility of the
retrieved hit based on the title and abstract, the researchers re-
viewed the full texts to determine its eligibility. This approach en-
sured that all relevant and important sources were included.

In this study, we used descriptive statistics to show the basic
characteristics of obtained results from the databases. We calcu-
lated the total number of all retrieved hits and the proportion of rel-
evant hits. We also used a graphical representation of the number
of retrieved hits.

Since a standardized evaluation framework does not exist, LLMs
answers were graded using a pre-prepared evaluation framework,
tailored for the specific aim of our study. The evaluation framework
included three criteria: comprehensiveness, accuracy, and rele-
vance. Each criterion was assigned a weight based on its significance
(Supplementary Material 1). The evaluators were blinded to the
names of the LLMs, ensuring an unbiased assessment. The “correct”
answer was determined by comparing LLM outputs with those from
human experts, which served as the standard for correctness. Each
LLM response was independently assessed by two evaluators.

Based on the ratings given by the Cronbach's alpha and intra-
class correlation coefficient (ICC) calculated using IBM SPSS (v.29.0)
to check reliability and interrater agreement. Cronbach's alpha was
chosen for its effectiveness in assessing the internal consistency of
psychometric instruments. The ICC was chosen to assess the inter-
rater reliability of the estimates.

RESULTS

Comparison of LLMs (ChatGPT-3.5, Bing, Bard) with human-based
formulation of PICOT clinical questions and search strategies across
four databases revealed differences in performance.

ChatGPT-3.5 generated four clinical questions, including PICO
elements, and one clinical question, including PIO elements only.
Bard generated three clinical questions with all PICO elements and
two just with PIO elements. Specifically, in two scenarios, Bard gen-
erated only PIO elements without forming complete clinical ques-
tion. Also, for two scenarios, Bard generated two clinical questions
with PIO elements and one with PICO elements (see Table 3).

For all scenarios, ChatGPT-3.5 generated a search string for
all four databases involved, a total of 20 different search terms.
Synonyms, Boolean operators, and quotation marks were used in all
search strings (100%). Subject headings were used in only 11 search
strings (55%). No special symbols were used in any of the search
strings. In the first two scenarios, Bing only formulated one search
string for all four databases, so a total of 14 search strings were for-
mulated. All of them used Boolean operators and synonyms (100%),
but only in six subject headings (42.86%), in five question marks
(35.57%), and in four special symbols (28.57%). In Bard, there were
a total of 20 search strings, all of which used different synonyms and
Boolean operators. Half of the search strings used a subject heading.
Question marks were used in 11 search strings (55%) (see Table 4).

For the first scenario, the search strategies across all databases
yielded a total of 756 hits for all Al-based LLMs and a human ex-
pert. This included 92 hits (12.17%) from the ChatGPT-3.5 search
strategy, 89 hits (12.08%) from the Bing search strategy, 361 hits
(47.75%) from the Bard search strategy, and 214 hits (28.31%) from
the human expert. The second scenario resulted in the highest num-
ber of hits, totaling 824,916 hits, with 519 hits (0.06%) attributed to
the ChatGPT-3.5 search strategy, 815,005 hits (98.80%) from the
Bing strategy, 7516 hits (0.91%) from the Bard search strategy, and
1876 hits (0.23%) from the human expert-generated search strategy.
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TABLE 3 (Continued)

Bard

5th scenario

4th scenario

3rd scenario

2nd scenario

1st scenario

Clinical Question:

Clinical Question:

Clinical Question:

Clinical Question:

Clinical Question:

What is the impact of parental
presence on the psychological

well-being of hospitalized

Does semaglutide promote

Does the Mediterranean diet (1) have an

P: Patients diagnosed with ankylosing

spondylitis

Population (P): Adult patients with

migraines

significant weight loss in obese

patients?

effect on lowering blood pressure (O) in
patients with arterial hypertension (P)?

Elements of the PIO:

|: Treatment with biologics

Intervention (I): Yoga therapy
Outcome (O): Pain intensity and

frequency of migraines

children compared to those

Elements of the PIO:

O: Improvement in symptoms of

who are hospitalized alone?

Population (P): Obese patients
Intervention (I): Semaglutide
Outcome (O): Weight loss

Population (P): Patients with arterial

hypertension

ankylosing spondylitis, including pain and

mobility

Elements of the PIO:

P: Hospitalized children

I: Parental presence
O: Psychological well-being

Intervention (I): Mediterranean diet

Outcome (O): Lowering blood pressure

CLINICAL SCHOLARSHIP

Human

5th scenario

4th scenario

3rd scenario

2nd scenario

1st scenario

How do children who are
hospitalized (P) with presence

In obese patients (P), how does

In patients with hypertension (P), how does
the Mediterranean diet (1) affect blood

pressure (O)?

In patients with ankylosing spondylitis
(P), how do biological medications ()

In patients with frequent migraines
(P) how does yoga (I) affect the

semaglutide (I) affect weight (0)?

of parents (|) feel (O) compared

affect pain intensity and mobility (O)?

pain intensity and frequency of

migraines (0)?

to children who are hospitalized

alone (C)?

The third scenario yielded 18,680 hits in total with ChatGPT-3.5
yielding 9094 hits (48.68%), Bing 1492 hits (7.99%), and Bard 6912
hits (37.00%). Based on the human-generated search strategy, a total
of 1182 hits were found (6.33%). The fourth scenario resulted in
552,736 hits with 672 (0.12%) from ChatGPT-3.5, 547,783 (99.10%)
from Bing, 1755 (0.32%) from Bard, and 2526 (0.46%) from human.
In the last scenario, the search yielded a total of 14,127 hits, compro-
mising 1482 hits (10.49%) from ChatGPT-3.5, 12,485 hits (88.38%)
from Bing, 39 hits (0.28%) from Bard, and 121 hits (0.86%) were
found using the human-generated search strategy (see Table 5 and
Supplementary Material 2).

Based on the first scenario, we imported hits in Rayyan and an-
alyzed their relevance to the PICOT clinical question. In assessing
the relevance and accuracy of the articles retrieved by each model,
we first presented the results as percentages of relevant articles
identified. The human-generated search strategy returned 65.22%
(56/105) of relevant articles. Of the Al language models, Bing was
the most relevant with 70.79% (63/89), followed by ChatGPT-3.5
with 21.05% (12/45). The Bard search strategy resulted in the high-
est number of hits, but only 13.29% (42/316) were relevant. Of
these, there were 35 clinical trials in ChatGPT-3.5, 42 clinical tri-
als and three protocols in Bard, and 53 clinical trials in the human-
created search string (see Figure 1). ChatGPT-3.5's lower percentage
of relevant results than Bing reflects its subjective scoring, favoring
contextual accuracy and quality over relevance.

The relevance of LLMs for use in clinical practice depends not
only on the generation of data, but also on the appropriateness and
usability of the data. Relevance was assessed by whether a hit con-
tained information relevant to PICO question. Although the search
strategy in Bard produced the most hits, the lowest proportion of
these were relevant. This suggests that while Bard is successful in
capturing a wide range of articles, a large proportion of these are
irrelevant. ChatGPT-3.5 returned the lowest number of hits, but a
small proportion of these were also relevant. Bing was the best at re-
turning relevant results, with more than 50% of its results being rel-
evant, suggesting that it is better at targeting relevant information.

Evaluation criteria of comprehensiveness, accuracy, and rel-
evance, as detailed in the Data analysis and evaluation and in
Supplementary Material 1. The LLMs were rated by two review-
ers based on comprehensiveness, accuracy, and relevance and
were ranked as follows ChatGPT-3.5 (M=48.50; SD=0.71), Bing
(M=43.50; SD=0.71), and Bard (M=42.50; SD=0.71). Bard was the
most effective in formulating the clinical question and identifying
PICOT components (M=17.00; SD=0.00). ChatGPT was the most
effective for ensuring accuracy and generating the search string
(M=15.25; SD=0.5). Bing was the most effective at finding relevant
sources based on the search string (M=3.00; SD=0.00) (Table 6).

The Cronbach's alpha was always higher than 0.8, indicating a
high level of reliability. After performing an ICC analysis based on
the ratings of the two raters, the results showed a high level of
agreement between the two evaluators with an ICC value of 0.81
for ChatGPT-3.5 (p<0.001), 0.84 for Bing (p<0.001), and 0.90 for
Bard (p<0.001) (Table 7).

sdny woxy p Q1 *ST0Z*690SLS T

25UDI] SUOWIWOY) ALY d[qeardde oy Aq PauIAOS I SN YO I8N JO SI[NI 10J AIRIQIT SUIUQ KI[IAL UO (SUONIPUOD-PUE-SULINY/WOY K[ 14 KIeIqiauruo//:sdny) SUONIPUOY) pue SIS, 3Y1 998 *[ST0Z/01/ST] U0 Amiqry sunuQ A3[1A “TdN HeutH ysape[Sueg £q 9g0g [nul/| [ [1°01/10p/wod Ko[im’ &:



Al'IN PICOT FORMULATION AND SEARCH

TABLE 4 Search string characteristics.
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ChatGPT-3.5 Bing Bard
Synonyms 20/20 (100%) 14/14 (100%) 20/20 (100%)
Subject headings 11/20 (55%) 6/14 (42.86%) 10/20 (50%)
Quotation marks 20/20 (100%) 5/14 (35.71%) 11/20 (55%)
Special symbols 0/20 (0%) 4/14 (28.57%) 0/20 (0%)
Boolean operators 20/20 (100%) 14/14 (100%) 20/20 (100%)
TABLE 5 Number of hits.
Number of hits Number of hits for Number of hits Number of hits for Number of hits
for first scenario  second scenario for third scenario fourth scenario for fifth scenario  Total

ChatGPT-3.5

PubMed 16 167 0 0 1 184

WOS 0 308 0 0 0 308

Cochrane 71 26 102 353 831 1383

Library

CINAHL 5 18 8992 319 650 9984

Ultimate

Total 92 519 9094 672 1482 11,859
Bing

PubMed 37 788,567 960 354 2140 792,058

WOS 43 22,266 0 0 0 22,309

Cochrane 0 2652 0 348 6110 9110

Library

CINAHL 9 1520 532 547,081 4235 553,377

Ultimate

Total 89 815,005 1492 547,783 12,485 1,376,854
Bard

PubMed 36 6207 39 766 1 7049

WOS 35 0 0 0 0 35

Cochrane 84 506 208 564 0 1362

Library

CINAHL 206 803 6665 425 38 8137

Ultimate

Total 361 7516 6912 1755 39 16,583
Human

PubMed 49 997 311 1948 77 3382

WOS 64 682 540 58 6 1.350

Cochrane 67 132 168 261 5 633

Library

CINAHL 34 65 163 259 88 554

Ultimate

Total 214 1876 1182 2526 121 5919

The key findings of our analysis are summarized as follows. In all
scenarios, ChatGPT-3.5 generated one search string for each of the four
databases involved. Bing, however, generated s single search string for
all four databases, resulting in a total of 14 search strings across the first
two scenarios. Bard, produced 20 search strings. Across all scenarios,

ChatGPT-3.5's search strings retrieved 11,859 hits in total. Bing gen-
erated the largest number of hits at 1,376,854, followed by Bard with
16,583 hits. The human-generated search string produced the fewest
hits, with 5919. Despite the lower number of hits, ChatGPT-3.5 re-
ceived the highest average score based on the evaluation.
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Human

Bard

Bing

ChatGPT-3.5

o

FIGURE 1 Number of relevant hits.
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Liti

200 250 300 350

¥ Excluded hits
M Included hits

TABLE 6 Average score for comprehensiveness, accuracy, and relevance of LLMs.

Criteria
Comprehensiveness
Correctly identified PICOT elements without using directional terms

Accuracy

Correct synonyms
Subject headings
Boolean operators

Quotation marks

Special symbols

Relevance

Number of relevant articles

Total score

Average score (SD)

ChatGPT-3.5 Bing Bard

16.00 (0.00) 16.00 (0.00) 17.00 (0.00)

15.50(0.71) 12.50 (0.71) 11.00 (0.00)

15.00 (0.00) 12.00 (1.41) 12.50(0.71)
2.00(0.00) 3.00 (0.00) 2.00(0.00)

48.50(0.71) 43.50(0.71) 42.50(0.71)

TABLE 7 Cronbach's and intraclass correlation coefficient (ICC) for the scores given by the two evaluators to the answers provided by the

LLMs.
LLMs Cronbach's alpha
ChatGPT-3.5 0.82
Bing 0.84
Bard 0.89
DISCUSSION

The aim of the study was to determine whether LLMs can support
nurses in practice in the first critical steps in the EBP process.

ICC (p value)

Single measures Average measures
0.68 (<0.001) 0.81(<0.001)
0.73 (<0.001) 0.84 (<0.001)
0.81(<0.001) 0.90 (<0.001)

Findings provide insights into how different LLMs can formulate
PICOT clinical questions and search strategies from clinical
scenarios. To our knowledge, this is the first research to address this
issue. We found that the performance differed depending on the
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LLMs utilized, aligning with previous studies (Dhanvijay et al., 2023;
Rahsepar et al., 2023; Torres-Zegarra et al., 2023).

All LLMs formulated the PICOT clinical question, identifying the
essential elements P, |, and O. While all LLMs demonstrated similar
capability in identifying the P and | elements of the PICOT clinical
question, the primary distinction was observed in the identification
of the O element, particularly in terms of the outcome's direction. It
is important to note that when formulating PICOT clinical questions,
one should avoid using directional terms such as “increased” or “im-
proved.” Including such terms can lead to biased searches. Gallagher
Ford and Melnyk (2019) emphasize focusing only on studies where
an intervention “increased” a particular outcome can cause to over-
look studies where it “decreased” that outcome, leading to a sig-
nificant bias. This pattern of formulating outcomes was similarly
observed across all LLMs.

Furthermore, the terms in PICOT clinical question should
not be wordy. They should include only the key terms of interest
(Gallagher Ford & Melnyk, 2019; Melnyk et al., 2014; Melnyk &
Fineout-Overholt, 2023). The study by Abuyaman (2023) found that
ChatGPT-4 was too wordy and inappropriate in creating text-based
keywords, while ChatGPT-3.5 was found to provide the most rele-
vant list of words.

In terms of search strategy formulation, ChatGPT-3.5 was the
most comprehensive, incorporating keywords, subject headings,
variations, and synonyms, followed by Bing. When formulating
a search strategy, it is important to include all synonyms, plurals,
and alternate spellings of each keyword or evidence that is missed
along the appropriate subject headings, which enhances the search
and findings of more results on a selected topic. However, different
databases use different subject heading systems, so headings vary
between databases (Melnyk & Fineout-Overholt, 2023). While the
LLMs identified the subject headings used in databases PubMed
and CINAHL Ultimate, subject headings for the Cochrane Library
were used only once for scenario 5 by Bard. Bing was the only Al-
based LLM using truncation *—a special symbol to locate additional
letters beyond the root in PubMed and CINAHL Ultimate. It is im-
portant also to note that none of the LLMs successfully formulated
an adequate search strategy for the Web of Science. While phrase-
searching parentheses are not necessary for retrieving studies, it
is advisable to use double quotation marks when seeking articles
where a term exactly matches the one entered in the search form
(Volpato et al., 2014).

The search strategy formulated by Bard yielded the highest
number of hits, but was the most inadequate in terms of relevance.
Bing's search string yielded the most relevant hits, followed by
ChatGPT-3.5. Bing emerged as a particularly strong performer also
in some studies on medical exams (Tsoutsanis & Tsoutsanis, 2024),
while Bard had the lowest accuracy and overall performance in
studies related to educational purposes (Dhanvijay et al., 2023;
Song et al., 2023). Alaniz et al. (2023) investigated the effectiveness
of ChatGPT as a collaborative tool for generating a search string.
Based on the objectives of the mock systematic review, they used
ChatGPT-4 to improve the search string they had already created.

< JOURNAL OF NURSING | 13
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ChatGPT-4 successfully added terms, the researchers caution that,
given the cut-off date of ChatGPT-4 training, cross-checking with
MeSH terms is necessary. The researchers emphasize that ChatGPT
is not intended to replace researchers, but can simplify and enhance
the thoroughness of literature searches. Khraisha et al. (2024) evalu-
ated GPT-4's effectiveness for title and abstract screening and found
that GPT-4 performed poorly in systematic review tasks. At best, it
showed moderate performance in assisting with title/summary or
full-text review and data extraction. Nashwan & Abujaber, (2023)
assessed the effectiveness of LLMs in quality assessment and risk
of bias assessment, concluding that combining human review with
automation could enhance the process.

While freely available LLMs have already demonstrated that
they can perform as well as, or even outperform, human users in
answering different medical and nursing exam questions (Fijacko
et al, 2023; Tsoutsanis & Tsoutsanis, 2024), we cannot claim
LLMs used in our study outperformed human experts. Similarly,
Giannakopoulos et al. (2023) observed that although LLMs have
promising potential in supporting EBP, their current limitations can
be problematic if not used carefully. Therefore, these LLMs should
complement but not replace nurses' critical thinking and deep un-
derstanding of the field. LLMs can assist learners in understanding
and further help to navigating the complexities of clinical decision-
making (Torres-Zegarra et al., 2023). However, solely relying on Al
performance when formulating PICOT clinical questions and search
strategy could lead to biased and unthorough searches, probably
due to Al's limited understanding of context. Al could, therefore,
be used in conjunction with human expertise. In that case, nurses
should critically evaluate and supplement Al-generated strategies
with their own knowledge skills, and awareness of current and
emerging evidence.

The potential harm of over-reliance on Al tools is well docu-
mented in the literature. Such dependence may reduce nurses'
critical reasoning abilities and their capacity for independent de-
cision making (Kostick-Quenet & Gerke, 2022; Mohanasundari
et al., 2023). Furthermore, many Al users lack full proficiency,
adding further challenges in clinical settings (Kostick-Quenet &
Gerke, 2022). Ethical issues like transparency, responsibility, bias,
and data quality are also issues that demand careful consider-
ation (Hobensack et al., 2024; Jeyaraman et al., 2023; Nashwan
& Abujaber, 2023). It is essential for nurses to understand the im-
plications of Al-driven decisions in health care, especially in terms
of accountability for any mistakes (Hobensack et al., 2024) that
may, as in our case, arise from bias in PICOT questions or failure
to identify all relevant evidence. Al systems used in health care
are considered high risk due to their potential impact on patient
health and safety under the EU Al Act and OECD Al Principles
overview. The integration of Al into health care raises a number
of ethical concerns, particularly related to bias in decision making.
Therefore, it is crucial that Al is used carefully and responsibly,
especially as a tool to assist with literature searches. The human
factor is essential, as combining human judgment with techno-
logical solutions enhances the safety and reliability of these tools
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in clinical settings. Al models are only as good as the data they
are trained on, and biases can lead to skewed decision making.
Furthermore, regular audits of Al systems should be performed to
ensure that they remain reliable and relevant.

A notable limitation of our study is the exclusive assess-
ment of the chatbots' initial responses to a singular prompt. It
is important to recognize that chatbot responses can vary with
alterations in prompt phrasing and through iterative question-
ing. Potentially biased findings might exist due to subjective in-
terpretations of only two experts in the field of EBP. “Correct”
answers were determined by comparing LLM outputs to those
of human experts, introducing potential biases from individual
expert interpretations. We reviewed the database results only
for one scenario. Its broad applicability was deemed sufficient to
capture the LLMs' potential, though the generalizability of the re-
sults may warrant further investigation with additional scenarios
in future research. The absence of a power calculation is a limita-
tion, as it restricts the ability to claim that our sample size is suffi-
cient to establish statistical significance. There is also a potential
bias due to the use of fixed prompts for LLMs, as this does not
consider for the variability in model responses that could result
from different prompts. Another limitation is that we have only
used LLMs freely available, and therefore may support fewer
functions than some other models that provide additional func-
tionality with a paid subscription. We selected ChatGPT, Bard,
and Bing, which might not fully encompass the diverse range of
available LLMs. Bias is possible when comparing LLMs with hu-
mans because LLMs are trained on vast, diverse datasets that
may not always be tailored for the specific details of effective
search strategy in specialized databases. Human experts have
years of experience about which terms and strategies work best
for different databases.

It is also challenging to make comparisons since, to the best of
our knowledge, there are no similar studies available. It is important
to recognize that the results were collected in February 2024 with
the current version of the LLM that was in use for Bing, ChatGPT,
and Google Bard at the time of assessment. Future research and
continuous monitoring of LLMs performance is vital as they develop

over time.

Implications for practice

LLMs such as ChatGPT-3.5, Bing, and Bard can significantly con-
tribute to clinical queries by supporting search strategies, thereby
aiding in the identification of relevant and evidence-based content
for health care. Their use can enhance the efficiency of information
retrieval, reduce the time required for manual searches, and allevi-
ate the burden on healthcare professionals. However, while LLMs
can rapidly retrieve relevant literature and formulate queries, their
outputs must be critically evaluated by clinicians to ensure accuracy
and appropriateness in clinical decision making.

Recommendations for future research

We recommend extending this study to evaluate all responses gen-
erated by LLMs. Additionally, it would be beneficial to assess all
searches and validate the relevance of all hits using various search
terms, providing a more comprehensive and in-depth analysis of
model performance and result accuracy. This approach would facili-
tate the effective translation of findings into practice, and expand-
ing the research to include practical examples from clinical settings
could enhance the real-world application of these models in health-

care practice.

CONCLUSIONS

In summary, Bing and ChatGPT-3.5 emerged as the most helpful
LLMs, demonstrating their potential to assist nurses in the initial EBP
steps. Furthermore, a more robust comparison of LLMs performance
in EBP is needed. The use of LLMs in nursing offers potential ben-
efits for both nurses and patients. By utilizing Al-generated queries,
nurses can decrease the time spent searching for evidence-based,
relevant resources, enhancing their efficiency in clinical practice.
LLMs also serve as a complementary tool assisting all healthcare
professionals and researchers in finding pertinent literature. This
not only saves time but also improves the quality of patient care.
However, it should be emphasized that while Al is a valuable tool, its
use necessitates critical judgment regarding its appropriateness. We
recommend starting with LLM integration in low-risk tasks, such as
administrative work, to evaluate the model's suitability and limita-
tions within a specific healthcare setting or incorporating it into the
learning process of EBP alongside simultaneous evaluation using a
human approach. This would allow for a more thorough assessment
of the model's suitability and limitations within specific healthcare
settings.

Clinical resources

e Nursing and Artificial Intelligence Leadership (NAIL) Collaborative:
https://www.nailcollab.org/home.

e European Laboratory for Learning and Intelligent Systems (ELLIS):
https://ellis.eu/.

e WHO Harnessing Artificial Intelligence for Health: https://www.
who.int/teams/digital-health-and-innovation/harnessing-artif
icial-intelligence-for-health.

CONFLICT OF INTEREST STATEMENT
The authors declare no conflict of interest.

DATA AVAILABILITY STATEMENT
The data that supports the findings of this study are available in the
supplementary material of this article.

sduy wouy p ‘1 ST0Z*690SLPST

25UDI] SUOWIWOY) ALY d[qeardde oy Aq PauIAOS I SN YO I8N JO SI[NI 10J AIRIQIT SUIUQ KI[IAL UO (SUONIPUOD-PUE-SULINY/WOY K[ 14 KIeIqiauruo//:sdny) SUONIPUOY) pue SIS, 3Y1 998 *[ST0Z/01/ST] U0 Amiqry sunuQ A3[1A “TdN HeutH ysape[Sueg £q 9g0g [nul/| [ [1°01/10p/wod Ko[im’ &:



Al IN PICOT FORMULATION AND SEARCH

ORCID

Lucija Gosak "= https://orcid.org/0000-0002-8742-6594
https://orcid.org/0000-0002-0183-8679
https://orcid.org/0000-0002-1046-6037

https://orcid.org/0000-0003-4952-078X

Gregor Stiglic
Lisiane Pruinelli
Dominika Vrbnjak

REFERENCES

Abu-Baker, N. N., AbuAlrub, S., Obeidat, R. F., & Assmairan, K. (2021).
Evidence-based practice beliefs and implementations: A cross-
sectional study among undergraduate nursing students. BMC
Nursing, 20(1), 13.

Abuyaman, O. (2023). Strengths and weaknesses of ChatGPT models for
scientific writing about medical vitamin B12: Mixed methods study.
JMIR Formative Research, 7, e49459.

Aiumtrakul, N., Thongprayoon, C., Suppadungsuk, S., Krisanapan, P.,
Miao, J., Qureshi, F., & Cheungpasitporn, W. (2023). Navigating the
landscape of personalized medicine: The relevance of ChatGPT,
BingChat, and bard Al in nephrology literature searches. Journal of
Personalized Medicine, 13(10), 1457.

Alaniz, L., Vu, C., & Pfaff, M. J. (2023). The utility of artificial intelligence
for systematic reviews and Boolean query formulation and transla-
tion. Plastic and Reconstructive Surgery. Global Open, 11(10), e5339.

Blaizot, A., Veettil, S. K., Saidoung, P., Moreno-Garcia, C. F., Wiratunga,
N., Aceves-Martins, M., Lai, N. M., & Chaiyakunapruk, N. (2022).
Using artificial intelligence methods for systematic review in health
sciences: A systematic review. Research Synthesis Methods, 13(3),
353-362.

Branum, C., & Schiavenato, M. (2023). Can ChatGPT accurately answer
a PICOT question?: Assessing Al response to a clinical question.
Nurse Educator, 48(5), 231-233.

Brockmeier, A. J., Ju, M., Przybyta, P., & Ananiadou, S. (2019). Improving
reference prioritisation with PICO recognition. BMC medical infor-
matics and decision making, 19, 1-14.

Brunt, B. A., & Morris, M. M. (2023). Nursing professional development
evidence-based practice.

del Giglio, A., & da Costa, M. U. P. (2023). The use of artificial intelligence
to improve the scientific writing of non-native English speakers.
Revista da Associacdo Médica Brasileira, 69, €20230560.

Demir, G. B., Suikiit, Y., Duran, G. S., Topsakal, K. G., & Gorgtili, S. (2024).
Enhancing systematic reviews in orthodontics: A comparative ex-
amination of GPT-3.5 and GPT-4 for generating PICO-based que-
ries with tailored prompts and configurations. European Journal of
Orthodontics, 46(2), cjae011.

Dhanvijay, A. K. D., Pinjar, M. J., Dhokane, N., Sorte, S. R., Kumari, A.,
& Mondal, H. (2023). Performance of large language models
(ChatGPT, Bing search, and Google bard) in solving case vignettes
in physiology. Cureus, 15(8), e42972.

Doyal, A. S., Sender, D., Nanda, M., & Serrano, R. A. (2023). ChatGPT
and artificial intelligence in medical writing: Concerns and ethical
considerations. Cureus, 15(8), e43292.

Fijacko, N., Gosak, L., §tiglic, G., Picard, C. T., & John Douma, M. (2023).
Can ChatGPT pass the life support exams without entering the
American heart association course? Resuscitation, 185, 109732.

Fu, L., Su, W,, Ye, X,, Li, M., Shen, J., Chen, C., Guo, Q,, Ye, L., & He,
Y. (2020). Evidence-based practice competency and related fac-
tors among nurses working in public hospitals. INQUIRY: The
Journal of Health Care Organization, Provision, and Financing, 57,
004695802092787.

Fukuzawa, F., Yanagita, Y., Yokokawa, D., Uchida, S., Yamashita, S., Li,
Y., Shikino, K., Noda, K., Uehara, T., Tsukamoto, T.,& lkusaka, M.
(2024). Importance of Patient History in Artificial Intelligence-
Assisted Medical Diagnosis: Comparison Study. JMIR Medical
Education, 10, e52674.

< JOURNAL OF NURSING | 15
# SCHOLARSHIP

Gallagher Ford, L., & Melnyk, B. M. (2019). The underappreciated and
misunderstood PICOT question: A critical step in the EBP process.
Worldviews on Evidence-Based Nursing, 16(6), 422-423.

Giannakopoulos, K., Kavadella, A., Aagel Salim, A., Stamatopoulos, V., &
Kaklamanos, E. G. (2023). Evaluation of the performance of genera-
tive Al large language models ChatGPT, Google bard, and Microsoft
Bing chat in supporting evidence-based dentistry: Comparative mixed
methods study. Journal of Medical Internet Research, 25, e51580.

Gumilar, K. E., Indraprasta, B.R., Hsu, Y. C., Yu, Z. Y., Chen, H., Irawan, B.,
Tambunan, Z., Wibowo, B. M., Nugroho, H., Tjokroprawiro, B. A., &
Dachlan, E. G. (2024). Disparities in medical recommendations from
Al-based chatbots across different countries/regions. Scientific
Reports, 14(1), 17052.

Hobensack, M., von Gerich, H., Vyas, P, Withall, J., Peltonen, L. M,,
Block, L. J., Davies, S., Chan, R., Van Bulck, L., Cho, H., Paquin, R.,
Mitchell, J., Topaz, M., & Song, J. (2024). A rapid review on current
and potential uses of large language models in nursing. International
Journal of Nursing Studies, 154, 104753.

Jedrzejczak, W. W., & Kochanek, K. (2023). Comparison of the audiolog-
ical knowledge of three chatbots: ChatGPT, Bing chat, and bard.
medRxiv, 11, -1-7.

Jeyaraman, M., Balaji, S., Jeyaraman, N., & Yadav, S. (2023). Unraveling
the ethical enigma: Artificial intelligence in healthcare. Cureus,
15(8), e43262.

Jha, R., Sondhi, V., & Vasudevan, B. (2022). Literature search: Simple
rules for confronting the unknown. Medical Journal, Armed Forces
India, 78, S14-523.

Kang, T., Zou, S., & Weng, C. (2019). Pretraining to recognize piCO ele-
ments from randomized controlled trial literature. Studies in Health
Technology and Informatics, 264, 188-192.

Khraisha, Q., Put, S., Kappenberg, J., Warraitch, A., & Hadfield, K. (2024).
Can large language models replace humans in systematic reviews?
Evaluating GPT-4's efficacy in screening and extracting data from
peer-reviewed and grey literature in multiple languages. Research
Synthesis Methods, 15(4), 616-626.

Kocbek, P., Fijacko, N., & §tiglic, G. (2023). Evolution of ChatGPT eval-
uations in healthcare: Still at the beginning? Resuscitation, 193,
110042.

Kostick-Quenet, K. M., & Gerke, S. (2022). Al in the hands of imperfect
users. npj Digital Medicine, 5(1), 197.

Kumari, A., Kumari, A., Singh, A., Singh, S. K., Juhi, A., Dhanvijay, A. K. D.,
Pinjar, M. J., & Mondal, H. (2023). Large language models in hema-
tology case solving: A comparative study of ChatGPT-3.5, Google
bard, and Microsoft Bing. Cureus, 15(8), e43861.

Majovsky, M., Cerny, M., Kasal, M., Komarc, M., & Netuka, D. (2023).
Artificial intelligence can generate fraudulent but authentic-looking
scientific medical articles: Pandora's box has been opened. Journal
of Medical Internet Research, 25, e46924.

Makrygiannakis, M. A., Giannakopoulos, K., & Kaklamanos, E. G. (2024).
Evidence-based potential of generative artificial intelligence large
language models in orthodontics: A comparative study of ChatGPT,
Google bard, and Microsoft Bing. European Journal of Orthodontics,
15(8), e43861.

Melnyk, B. M., & Fineout-Overholt, E. (2023). Evidence-based practice
in nursing & healthcare: A guide to best practice (Fift). Lippincott
Williams & Wilkins.

Melnyk, B. M., Gallagher-Ford, L., Long, L. E., & Fineout-Overholt, E.
(2014). The establishment of evidence-based practice competen-
cies for practicing registered nurses and advanced practice nurses
in real-world clinical settings: Proficiencies to improve healthcare
quality, reliability, patient outcomes, and costs. Worldviews on
Evidence-Based Nursing, 11(1), 5-15.

Mohanasundari, S. K., Kalpana, M., Madhusudhan, U., Vasanthkumar, K.
B. R, Singh, R., Vashishtha, N., & Bhatia, V. (2023). Can artificial in-
telligence replace the unique nursing role? Cureus, 15(12), e51150.

sduy wouy p ‘1 ST0Z*690SLPST

25UDI] SUOWIWOY) ALY d[qeardde oy Aq PauIAOS I SN YO I8N JO SI[NI 10J AIRIQIT SUIUQ KI[IAL UO (SUONIPUOD-PUE-SULINY/WOY K[ 14 KIeIqiauruo//:sdny) SUONIPUOY) pue SIS, 3Y1 998 *[ST0Z/01/ST] U0 Amiqry sunuQ A3[1A “TdN HeutH ysape[Sueg £q 9g0g [nul/| [ [1°01/10p/wod Ko[im’ &:



CLINICAL SCHOLARSHIP

16 w JOURNAL OF NURSING

# SCHOLARSHIP

Nashwan, A. J., & Abujaber, A. A. (2023). Harnessing large language mod-
els in nursing care planning: Opportunities, challenges, and ethical
considerations. Cureus, 15(6), e40542.

Ouzzani, M., Hammady, H., Fedorowicz, Z., & Elmagarmid, A. (2016).
Rayyan—A web and mobile app for systematic reviews. Systematic
Reviews, 5(1), 210.

Park, Y. J., Pillai, A., Deng, J., Guo, E., Gupta, M., Paget, M., & Naugler, C.
(2024). Assessing the research landscape and clinical utility of large
language models: A scoping review. BMC Medical Informatics and
Decision Making, 24(1), 72.

Peh, W. C. G., & Saw, A. (2023). Artificial intelligence: Impact and chal-
lenges to authors, journals and medical publishing. Malaysian
Orthopaedic Journal, 17(3), 1-4.

Pitsillidou, M., Roupa, Z., Farmakas, A., & Noula, M. (2021). Factors af-
fecting the application and implementation of evidence-based
practice in nursing. Acta Informatica Medica, 29(4), 281-287.

Portela Dos Santos, O., Melly, P., Hilfiker, R., Giacomino, K., Perruchoud,
E., Verloo, H., & Pereira, F. (2022). Effectiveness of educational
interventions to increase skills in evidence-based practice among
nurses: The EDITcare systematic review. HealthCare, 10(11),
2204.

Qureshi, R., Shaughnessy, D., Gill, K. A. R., Robinson, K. A, Li, T., & Agai,
E. (2023). Are ChatGPT and large language models “the answer”
to bringing us closer to systematic review automation? Systematic
Reviews, 12(72), 72.

Rahsepar, A. A., Tavakoli, N., Kim, G. H. J., Hassani, C., Abtin, F., &
Bedayat, A. (2023). How Al responds to common lung can-
cer questions: ChatGPT versus Google bard. Radiology, 307(5),
e230922.

Rokhshad, R., Zhang, P., Mohammad-Rahimi, H., Pitchika, V., Entezari, N.,
& Schwendicke, F. (2024). Accuracy and consistency of chatbots
versus clinicians for answering pediatric dentistry questions: A pilot
study. Journal of Dentistry, 144, 104938.

Scala, E., Price, C., & Day, J. (2016). An integrative review of engaging
clinical nurses in nursing research. Journal of Nursing Scholarship,
48(4), 423-430.

Schetaki, S., Patelarou, E., Giakoumidakis, K., Kleisiaris, C., & Patelarou,
A. (2023). Evidence-based practice competency of registered
nurses in the Greek National Health Service. Nursing Reports, 13(3),
1225-1235.

Song, H., Xia, Y., Luo, Z., Liu, H., Song, Y., Zeng, X,, Li, T., Zhong, G., Li, J.,
Chen, M., Zhang, G., & Xiao, B. (2023). Evaluating the performance of
different large language models on health consultation and patient
education in Urolithiasis. Journal of Medical Systems, 47(1), 125.

Taloni, A., Borselli, M., Scarsi, V., Rossi, C., Coco, G., Scorcia, V., &
Giannaccare, G. (2023). Comparative performance of humans versus
GPT-4.0 and GPT-3.5 in the self-assessment program of American
Academy of ophthalmology. Scientific Reports, 13(1), 18562.

Torres-Zegarra, B. C., Rios-Garcia, W., Nafa-Cordova, A. M., Arteaga-
Cisneros, K. F., Chalco, X. C. B., Ordofiez, M. A. B., Rios, C. J. G., Godoy,
C. A. R, Quezada, K. L. T. P, Gutierrez-Arratia, J. D., & Flores-Cohaila,
J. A. (2023). Performance of ChatGPT, bard, Claude, and Bing on the
Peruvian National Licensing Medical Examination: A cross-sectional
study. Journal of Educational Evaluation for Health Professions, 20, 30.

Trivisonno, L. F., Escobar Liquitay, C., Vergara-Merino, L., Pérez-
Bracchiglione, J., & Ariel Franco, J. V. (2022). Key concepts for
searching evidence: An introduction for healthcare professionals.
Medwave, 22(1), e002512.

Tsoutsanis, P., & Tsoutsanis, A. (2024). Evaluation of large language
model performance on the multi-specialty recruitment assessment
(MSRA) exam. Computers in Biology and Medicine, 168, 107794.

van Dijk, S. H. B., Brusse-Keizer, M. G. J., Bucsan, C. C., van der Palen,
J., Doggen, C. J. M., & Lenferink, A. (2023). Artificial intelligence in
systematic reviews: Promising when appropriately used. BMJ Open,
13(7), e072254.

Volpato, E. S. N., Betini, M., & El Dib, R. (2014). Testing search strategies
for systematic reviews in the Medline literature database through
PubMed. Journal of Evaluation in Clinical Practice, 20(2), 117-120.

SUPPORTING INFORMATION

Additional supporting information can be found online in the
Supporting Information section at the end of this article.
Supplementary Material 1. Evaluation framework.

Supplementary Material 2. Search string.

How to cite this article: Gosak, L., Stiglic, G., Pruinelli, L. &
Vrbnjak, D. (2025). PICOT questions and search strategies
formulation: A novel approach using artificial intelligence
automation. Journal of Nursing Scholarship, 57, 5-16. https://
doi.org/10.1111/jnu.13036

sduy wouy p ‘1 ST0Z*690SLPST

25UDI] SUOWIWOY) ALY d[qeardde oy Aq PauIAOS I SN YO I8N JO SI[NI 10J AIRIQIT SUIUQ KI[IAL UO (SUONIPUOD-PUE-SULINY/WOY K[ 14 KIeIqiauruo//:sdny) SUONIPUOY) pue SIS, 3Y1 998 *[ST0Z/01/ST] U0 Amiqry sunuQ A3[1A “TdN HeutH ysape[Sueg £q 9g0g [nul/| [ [1°01/10p/wod Ko[im’ &:



